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Spotify & Platform

Spotify
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R&D Business &
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Platform Mission scope

e Developer Experience
o CI/CD, version control
o Backstage
o IDE's/ GenAl
o  Streamlined developer user journeys (Golden Path's)
e Infrastructure
o  Service control plane, monitoring
o Fleet management / Kubernetes
o Data ecosystem
o Core libraries
o End-user authentication

e Security
e ...and alot more
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Backstage

o

e Developer portal
e Tying together the Spotify Tech
Ecosystem since 2015

e Open Source since 2020
o Also an Enterprise product
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R&D in 2018 °

e 1800 employees in R&D

e Manually managed org chart (json!)

e (etting harder for any one person to
"know" the whole picture

e (Continuous hypergrowth

o Between 2017-2019, number of
employees in R&D (@) increase by 60%,
number of components (@) increased
by 370%
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Are we getting slower??

Hard to answer questions such as

e How many Android developers do we have?

e \What are they working on?

e \Which disciplines are struggling the most? Where should we invest?
e Does it take longer time to ship features today than a year ago?

Ad-hoc investigation started by curious engineers
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Problem statement

"[Platform] is not operating with a data informed approach. Data is not collected to
the extent needed and the collected data is not accessible for analysis in a simple
manner. We rely to a large extent on qualitative data, experience and external
requirements in decision making.

We are not able to measure our impact on customers and the ROI to the extent
desired.

AS a result our processes and practises are not relying on data and we are lacking
high quality success metrics to guide and validate our decision making."
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Requirements for a Data-Brwerlinformed WOH

OREILLY

e Data collection
o Relevant, timely, accurate, clean, unbiased, trustworthy
e Data accessibility
o Joinable, queryable, shareable
e Culture
Open trusting

Broad data literacy Creatmg d
Goalfirst Data-Driven
Inquisitive, questioning Organlzatlon
lterative, learning

Anti-HIPPO =

PRACTICAL ADVICE FROM THE TRENCHES
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Platform goes data

e Platform Insights created in 2018 Data employees

e More specialised insights teams e TR
created in Platform the upcoming
years &
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Data learnings

Engineering disciplines
Onboarding

Tech Architecture

etc




o

Disciplines & T-shapedness

e [Engineers have different skill sets, or disciplines
o Backend, Data, Web, Android, iOS, ML etc

e Level of expertise in a particular discipline is either deep or shallow
e [-shaped engineers are deep in one discipline and shallow in (at least) one other

How can we measure this?
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Disciplines & T-shapedness

classification

[CodeRepositories } > Disclplie

PullRequestMetrics}

[ PullRequests




Disciplines & T-shapedness

% of Pull Requests last 90 days
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Onboarding

e |ndications that it took long time for new hires to get up-to-speed
e How effective were our bootcamps”?
e How effective were our Golden Paths?

How to measure this?




Onboarding

# days 10th PR (p50, p75, p90)
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Tech Architecture

o

To what extent is the code in production still being maintained?
Do we even understand all the code running in production?
How interdependent is our code base?

Can our teams work in isolation?

How will the Spotify service be affected if we disband team X?

How can we measure or visualize this?
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Tech Architecture

git blame data —

git - rrc]::a)mpi)r:)nent Code age
| pping >
Component metadata

>

Production

components

Runtime data —_—
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Tech Architecture

Code age

WITH ranges AS (
SELECT fa.date, TIMESTAMP_DIFF(TIMESTAMP(fa.date),

Code age r.commit.author.date, day)

S tme_ago AS delta_days, r.num_Llines

e FROM “ghe_file_annotations.ghe_file_annotations_x"' AS fa
o ot INNER JOIN ‘production_components.production_components_x" AS pc
- Foeen ON fa.main_component_id=pc.component AND

fa._table_suffix=pc._table_suffix
CROSS JOIN UNNEST(ranges) AS r
)
SELECT
date,
CASE
WHEN delta_days
WHEN delta_days
WHEN delta_days
WHEN delta_days
ELSE '> 2 years'
END AS time_ago,
SUM(num_1lines) AS num_lines
FROM ranges
GROUP BY date, time_ago

91 THEN '< 3 months'
182 THEN '< 6 months'
365 THEN '< 1 year'
365%x2 THEN '< 2 years'

LoC
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1Nov19 1Mer20  1Jul20  1Nov20  1Mar2l  1Jul2l  1Nov2l 1Mar22  1Jul22  1Nov22  1Mer23  1Jul23  1Nov23  1Mar24  1Jul24

The plot of sum of num_lines for date. Color shows details about time_ago. The view is £ iges from 2020-01-01
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Tech Architecture

Backend Service dependency graph
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Other small random data tidbits

e Understanding the impact of Log4shell
e |mpact of Working from Anywhere
e Productivity spikes during Hack Week
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Data to collect

Starting points

e People and organization chart

e Source code

o Pull Requests and Code reviews

o Actual contents of all source code files
e Software metadata

o Backstage components

o Dependencies (service mesh, APl and lib usage, data lineage etc)
e Server logs and dumps of data from internal systems

o CI/CD systems

o Alerting and monitoring
o JIRA
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Metrics

e Mental model
e Best practices
e Some metrics we use




A mental model for metrics °

Leading Lagging

Action-focused Value / Impact-focused

Noisy Low noise
Actionable Move slowly
Tactical
Gameable Trickier to measure

Vanity Metrics
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Metrics influence each other

Metric Metric Time to
Recovery
Metric Software Spotify User
Reliability Metric Satisfaction
Latency of Efficiency
logs
ingestion

I‘\ [m ot s-': '
ivVietric
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Metrics best practices

There's no one single metric to capture developer productivity
Survey data are also metrics

Target setting requires a base line

Metrics are products

Metrics need to be drill-downable




R&D Key metrics

High value metrics

Deployment Frequency
Self-reported productivity

# completed A/B tests

# security vulnerabilities
Golden Technology adoption
Streaming costs

R&D Key metrics - overview

Mission

Overview

Share weeKly active developers

The percentage of Spotify's
developers that are active on a
weekly basis, by either writing or
reviewing code.

Golden Technology Adoption

T

Adopting tech standards reduces [l
fragmentation Share ofour gy
production components that

have adopted Golden
Technologies,

i Studio

Deploymentsfweekly active

How often new human-written B
code is pushed to a production @
environment and is accessible by

end users. Deployment per weekly
active employee in GHE

eaming cost/mMAU

—_

Google Cloud costs requiredto [y
be able to deliver Spotify's @
service to ours users. Rolling 30

day cost per million MAU.

- Product area

Self-reported productivity

S
PSS A e

Translates the perception in B
terms of making progress in [}
their work, by building product,
making decisions and collaborating
with others.

GCP carbon emissions (tCO2e)

Google Cloud carbon emissions, [l
monthly in tons of CO2
equivalents.

Owners: TAG & Platform Insights
#one-dashboard

Latest available date: Nov 16,2024

- squad

Tech Debt Reduction Investment

N e —

The percentage who agree that [}
Spotify's investment into fixing @)
Tech Debt is ‘About right and the
amount of deliberately incurred Tech
Debt is Just enough'

Critical rity vulnerabilities

w

Reducing the number of critical (@)
Vulnerabilities ensure a secure
service for Spotify and our users.

Experiments/R&D employee

s O

The 90 days number of B
completed A/B tests and rollouts @)
on the Experimentation

Platform, per R&D employee

What other metrics would you
like to see here? Give us
feedback in #one-dashboard
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Key DX metrics library

Selection of DX metrics

more information. For more detailed information on the metrics, see here.

An overview of the Key Developer Experience's (DX) metric library. Explore metrics by
category and select filter types to drill into specific data segments. Hover on icons for
metrics are under

Note: This is a Alpha dditional

Metric Filters

Satisfaction with Al tools
Lead time for Change .

3 ®satisfaction with Al tools % A8Op V-39m,

Active Coding time per PR :

Focused Coding (day rate) Vo3 ALs.
Local build time T — T
Immediate PR approval rate j
Time waiting for Code Review e

oo minutes A127%
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A word of caution...

e With great metrics comes great o

responsibilities...
e Be data informed, not data driven!

TOM
FISH
BURNE

| OUR NEW

| DPASHBOARD
I HAS ALL OF WHAT’S ITMEASURES
| THE’ DIFEERENT || THAT Kel HOW WELL WE

| KPI’S WE CAN || TRENDING UNDERSTAND
TRACK NOW. || TO ZERO® THEM ALL.

X

3]

® marketoonist.com
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Key takeaways

N




5

Platform data
and metrics are

different!
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Define a set of
KPI's that you

want to track
over time
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Get the data -
one dataset at a

time
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Data must be
easily available

and trustworthy
all the time
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Invest In a
longitudinal

developer survey
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Be data informed,
not data driven
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Data and metrics
creates a common

language
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